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Overview

• The challenge – The Earth Observation Data Deluge
• Integrated science needs
• Data volume, rate of growth and variety
• User expectations

• Meeting the challenge, responding to change
• The EOI ecosystem
• Community and capacity building

• The Australian Geoscience Data Cube
• What it is / how it works



eReefs Marine Water Quality Dashboard

http://www.bom.gov.au/marinewaterquality/
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Collaborators:



...estimated annual average sediment load 
reducing by 11 per cent overall



Recognise the complete picture....



The growing expectations of users
• Increasing need for:
• richer content
• personalised tools
• better filtering
• diverse content from 

multiple sources
• Anywhere, anytime, any 

device, on-demand
How do I connect

my tools to
your content?



Information 
Products

• climate 
•exploration &  
mining
• environment 
•Agriculture, forestry
•aquaculture

Outputs
• mineral, 
agriculture, 
forestry, carbon 
and 
environmental 
maps
• tech transfer

Data Access
• public good & 

industry?
• instrument 

development
• partnerships

Outputs
• instruments
•Data access
• relationship 
agreements

Reduction to 
Reflectance/ 
Emittance/ 

Backscattering
• vicarious calibration 
• atmospheric effects

Outputs
• methods
• software
• publications

Information 
Extraction

• data volumes
•DD fusion/MD 
fusion/MDA
• libraries 
(standards)
• mixing
• accuracy 
(standards)

Outputs
• product standards 
• methods
• software
• publications

Access
• data volumes
• web access
• metadata

Outputs
• web portal? 
• metadata 
standards

Acquisition to Products

Diagram inspired by Dr Cindy Ong

Open Data Cube



Data Cube - External Interfaces (Concept)



Storage Query and Access Module

Task 
Execution

N-Dimensional Array Interface

DataIndex Store Data

Multi-
Dimensional 
Storage Unit

Business Processes
(Data Management, Access Controls, Job Management, Etc.)

Integrating Tool

Forest Economics App N

Reporting Visualization 

Application / GIS Mobile App

Data Cube
Infrastructure

Data & Application Platform

UI & Application Layer

Virtual Lab
Platform

Analytical Task 
Definition

Data Acquisition
& Inflow Analysis Ready DataObservations

Data Cube Notional Architecture

Data Collection 1 Data Collection 2

DataIndex Store Data

Multi-
Dimensional 
Storage Unit

Authentication, 
Authorisation, 

Accounting

Discovery Web Services

Ingester (ARD and Result)



Flow Diagram - Prototype



N-dimensional Array Interface
Python, Numpy, xarray…
User specifies:
• Data to analyse
• Analysis 

function
• Resources to 

use

Execution 
engine/workflows 
distribute the 
computation



Simple data structures and analysis
• ‘Dice and Stack’

• Can reproject on demand 
as well by indexing existing 
files

• Calibrated to surface 
reflectance 
observations (CARD4L)

• Spatial alignment and 
consistent calibration 
makes analysis much 
simpler

• Every unique 
observation is kept and 
included for analysis 
creating dense time-
series



Storage - Files, Formats, Databases, Objects…

• ODC supports:
• Files

– Multiple file formats via GDAL (eg. GeoTif, NetCDF)
– Can be on a file system or at the end of a HTTP (e.g. AWS S3 end point)
– Multi-dimensional files (for those that support it – NetCDF)

– Space, Time, Bands, Masks, attributes… - configurable
– Tends towards single Time per file but can (have!) run into limits on file 

system at scale
• Native S3 driver - objects on AWS

– No files -> objects are sparse arrays
– No limit to number of files (there is a limit but it is astronomical)
– More cost effective on AWS than EBS (normal file system) storage
– Scales like S3 does
– Parallel IO



S3



Deployment to HPC, Cloud, PC

• Raijin @ National Computational 
Infrastructure

• 57,472 cores (2.6 GHz) in 3592 
compute nodes;

• 160 TBytes (approx.) of main 
memory;

• 10 PBytes (approx.) of usable fast 
file system (for short-term scratch 
space).

• Cloud – AWS
• EC2 and S3

• S3 native IO (no files)
• Parallel IO
• Elastically scalable
• Serverless? - AWS Lambda

• CSIRO Earth Analytics Industry 
Innovation Hub



Data-Intensive Quantitative EO Science

The Open Data Cube (ODC) :
• supports the management and quantitative analysis of massive 

volumes of Earth observation (EO) and other geoscientific data.
• EO data are:
• calibrated to surface reflectance observations,
• organised as regular geographic tiles rather than scenes or images,
• Co-located

– high performance data (HPD) and high performance compute 
(HPC) at national facility for continental/Global scale

– Cloud and PC portable for alternate needs (industry, elasticity)

This approach positions the ODC to become a sensor-independent 
system for management, analysis and sharing of EO data from 
workbench science to continental and production scale analysis
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